# STOR 455 Practice Exam Solutions

library(readr)  
library(leaps)  
library(bestglm)  
library(MASS)  
  
BirthWeight <- read\_csv("https://raw.githubusercontent.com/JA-McLean/STOR455/master/data/BirthWeight.csv")  
abalone\_train <- read\_csv("https://raw.githubusercontent.com/JA-McLean/STOR455/master/data/abalone\_train.csv")  
abalone\_test <- read\_csv("https://raw.githubusercontent.com/JA-McLean/STOR455/master/data/abalone\_test.csv")

#### Question 1

Low birth weight is an outcome that has been of concern to physicians for years. This is due to the fact that infant mortality rates and birth defect rates are very high for low birth weight babies. Behavior during pregnancy (including diet, smoking habits, and receiving prenatal care) can greatly alter the chances of carrying the baby to term and, consequently, of delivering a baby of normal birth weight. Data were collected at Baystate Medical Center, Springfield, Massachusetts, in 1986 for variables (shown in the table below) that have been shown to be associated with low birth weight in the obstetrical literature.

| Variable | Description |
| --- | --- |
| low | indicator of child’s birth weight less than 2.5 kg. |
| age | mother’s age in years. |
| lwt | mother’s weight in pounds at last menstrual period. |
| race | mother’s race (1 = white, 2 = black, 3 = other). |
| smoke | smoking status during pregnancy. |
| ptl | number of previous premature labours. |
| ht | history of hypertension |
| ui | presence of uterine irritability. |
| ftv | number of physician visits during the first trimester. |
| bwt | child’s birth weight in grams. |

1. Construct and plot a model using the indicator for a child’s low birth weight, *low*, as the response variable, and the mother’s weight in pounds at last menstrual period, *lwt*, and the predictor.

mod1A=glm(low~lwt, data=BirthWeight, family="binomial")  
plot(jitter(low, amount=.1)~lwt, data=BirthWeight)  
  
logit = function(B0, B1, x)  
{  
 exp(B0+B1\*x)/(1+exp(B0+B1\*x))  
}  
  
B0 = summary(mod1A)$coef[1]  
B1 = summary(mod1A)$coef[2]  
  
curve(logit(B0, B1, x),add=TRUE, col="red")

![](data:image/png;base64,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)

1. Construct a model using the indicator for a child’s low birth weight, *low*, as the response variable, and the mother’s weight in pounds at last menstrual period, age, smoking status during pregnancy, and race as the predictor variables.

mod1B=glm(low~lwt+age+smoke+factor(race), data=BirthWeight, family="binomial")

1. Is there evidence to suggest that the model constructed in part (B) is significantly better than the model constructed in part (A)? Conduct the appropriate hypothesis test. State hypotheses, and provide a conclusion in the context of the data. *6 pts*

Null: The coefficients for the variables age, smoke, and (both dummy) races are 0;  
Alternative: The coefficients for at least one of the variables age, smoke, and race are not 0.  
Statistically significant evidence suggests that at least one of the additional terms has a nonzero coefficient, thus making for a better model than the one with a single predictor.

anova(mod1A, mod1B, test="Chisq")

## Analysis of Deviance Table  
##   
## Model 1: low ~ lwt  
## Model 2: low ~ lwt + age + smoke + factor(race)  
## Resid. Df Resid. Dev Df Deviance Pr(>Chi)   
## 1 187 228.69   
## 2 183 214.58 4 14.113 0.006942 \*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

#You may instead examine the summaries of these models to find the difference between the residual deviances, and compare this G statistic to the chi-squared distribution with 4 df.  
  
summary(mod1A)

##   
## Call:  
## glm(formula = low ~ lwt, family = "binomial", data = BirthWeight)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.0951 -0.9022 -0.8018 1.3609 1.9821   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 0.99831 0.78529 1.271 0.2036   
## lwt -0.01406 0.00617 -2.279 0.0227 \*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 234.67 on 188 degrees of freedom  
## Residual deviance: 228.69 on 187 degrees of freedom  
## AIC: 232.69  
##   
## Number of Fisher Scoring iterations: 4

summary(mod1B)

##   
## Call:  
## glm(formula = low ~ lwt + age + smoke + factor(race), family = "binomial",   
## data = BirthWeight)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.5173 -0.9065 -0.5865 1.3035 2.0401   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 0.332452 1.107672 0.300 0.76407   
## lwt -0.012526 0.006386 -1.961 0.04982 \*   
## age -0.022478 0.034170 -0.658 0.51065   
## smoke 1.054439 0.380000 2.775 0.00552 \*\*  
## factor(race)2 1.231671 0.517152 2.382 0.01724 \*   
## factor(race)3 0.943263 0.416232 2.266 0.02344 \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 234.67 on 188 degrees of freedom  
## Residual deviance: 214.58 on 183 degrees of freedom  
## AIC: 226.58  
##   
## Number of Fisher Scoring iterations: 4

G = summary(mod1A)$deviance - summary(mod1B)$deviance  
1 - pchisq(G, 4)

## [1] 0.006941683

1. Use one of the model selection procedures covered in class to determine the best model to predict the indicator for a child’s low birth weight, *low*.

The “best” models produced each way look a bit different, since AIC and BIC values are not directly comparable. Each method has positives and negatives. The models are quite different! BIC penalizes model complexity more heavily, hence the “best” models have fewer terms.

#With bestglm  
  
# Must factor race so it is considered categorical  
  
BirthWeight$race = as.factor(BirthWeight$race)  
  
# Must move low to last column and remove bwt.   
  
# bwt is the baby's birth weight, which will directly correspond  
# to low and cause an error. When predicting if a baby has low   
# birth weight, you won;t know their birth weight first  
  
BirthWeight\_forbestglm = BirthWeight[,c(2:9, 1)]  
head(BirthWeight\_forbestglm)

## # A tibble: 6 x 9  
## age lwt race smoke ptl ht ui ftv low  
## <dbl> <dbl> <fct> <dbl> <dbl> <dbl> <dbl> <dbl> <dbl>  
## 1 19 182 2 0 0 0 1 0 0  
## 2 33 155 3 0 0 0 0 3 0  
## 3 20 105 1 1 0 0 0 1 0  
## 4 21 108 1 1 0 0 1 2 0  
## 5 18 107 1 1 0 0 1 0 0  
## 6 21 124 3 0 0 0 0 0 0

#This line is sometimes need to restore structure to the dataframe  
BirthWeight\_forbestglm = as.data.frame(BirthWeight\_forbestglm)  
  
bestglm1D = bestglm(BirthWeight\_forbestglm, family=binomial)

## Morgan-Tatar search since family is non-gaussian.

## Note: factors present with more than 2 levels.

bestglm1D$BestModels

## age lwt race smoke ptl ht ui ftv Criterion  
## 1 FALSE TRUE FALSE FALSE FALSE TRUE FALSE FALSE 231.6256  
## 2 FALSE TRUE FALSE FALSE TRUE TRUE FALSE FALSE 231.6890  
## 3 FALSE TRUE FALSE FALSE FALSE TRUE TRUE FALSE 232.3381  
## 4 FALSE TRUE FALSE TRUE FALSE TRUE FALSE FALSE 232.5830  
## 5 FALSE FALSE FALSE FALSE TRUE FALSE FALSE FALSE 233.1344

#With stepAIC  
  
BirthWeight\_foretepAIC = BirthWeight[1:9]  
  
# I factored the variable race first above.   
# You could have factored it inside of the glm() function.  
  
mod1D = glm(low~., data=BirthWeight\_foretepAIC, family="binomial")  
none = glm(low~1, data=BirthWeight\_foretepAIC, family="binomial")  
  
# You could have dine this with backwards or forwards as well.  
  
stepAIC(none, scope = list(upper = mod1D), trace=0)

##   
## Call: glm(formula = low ~ ptl + lwt + ht + race + smoke + ui, family = "binomial",   
## data = BirthWeight\_foretepAIC)  
##   
## Coefficients:  
## (Intercept) ptl lwt ht race2 race3   
## -0.08655 0.50321 -0.01591 1.85504 1.32572 0.89708   
## smoke ui   
## 0.93873 0.78570   
##   
## Degrees of Freedom: 188 Total (i.e. Null); 181 Residual  
## Null Deviance: 234.7   
## Residual Deviance: 202 AIC: 218

#### Question 2

Abalone are marine gastropod molluscs, which means they are marine snails.The age of abalone is determined by cutting the shell through the cone, staining it, and counting the number of rings through a microscope – a boring and time-consuming task. Other measurements, which are easier to obtain, are used to predict the age. Further information, such as weather patterns and location (hence food availability) may be required to solve the problem.

| Variable | Description |
| --- | --- |
| Sex | M, F |
| Length | longest shell measurement in mm |
| Diameter | perpendicular to length in mm |
| Height | with meat in shell in mm |
| Whole weight | whole abalone in g |
| Shucked weight | weight of meat in g |
| Viscera weight | gut weight (after bleeding) in g |
| Shell weight | after being dried in g |
| Rings | number of rings |

1. Construct a model to predict abalones’ age (using *rings* as the response) with the lowest Mallow’s Cp using any/all of the variables in the *abalone train* dataset. Do not use transformations, or second or greater order terms, or perform an analysis of the residuals.

# model with regsubsets  
  
regsubsets2A=regsubsets(rings~., data=abalone\_train)  
  
source("https://raw.githubusercontent.com/JA-McLean/STOR455/master/scripts/ShowSubsets.R")  
ShowSubsets(regsubsets2A)

## sexM length diameter height weight\_whole weight\_shucked weight\_viscera  
## 1 ( 1 )   
## 2 ( 1 ) \* \*   
## 3 ( 1 ) \* \* \*  
## 4 ( 1 ) \* \* \* \*  
## 5 ( 1 ) \* \* \* \* \*  
## 6 ( 1 ) \* \* \* \* \*  
## 7 ( 1 ) \* \* \* \* \* \*  
## 8 ( 1 ) \* \* \* \* \* \* \*  
## weight\_shell Rsq adjRsq Cp  
## 1 ( 1 ) \* 19.40 19.29 227.63  
## 2 ( 1 ) 35.60 35.41 44.03  
## 3 ( 1 ) 37.49 37.22 24.31  
## 4 ( 1 ) 39.05 38.70 8.45  
## 5 ( 1 ) 39.53 39.10 4.96  
## 6 ( 1 ) \* 39.69 39.17 5.11  
## 7 ( 1 ) \* 39.70 39.09 7.03  
## 8 ( 1 ) \* 39.70 39.00 9.00

mod2A = lm(rings~length+height+weight\_whole+weight\_shucked+weight\_viscera, data=abalone\_train)  
  
# model with step - produces the same best model  
  
none2 = lm(rings~1, data=abalone\_train)  
full = lm(rings~., data=abalone\_train)  
MSE = (summary(full)$sigma)^2  
  
step(none2,scope=list(upper=full),scale=MSE, trace=0)

##   
## Call:  
## lm(formula = rings ~ weight\_shucked + weight\_whole + height +   
## weight\_viscera + length, data = abalone\_train)  
##   
## Coefficients:  
## (Intercept) weight\_shucked weight\_whole height weight\_viscera   
## 4.331 -24.898 14.057 20.404 -14.205   
## length   
## 5.742

#model with forward - produces slightly different model  
  
step(none2,scope=list(upper=full),scale=MSE, direction="forward", trace=0)

##   
## Call:  
## lm(formula = rings ~ weight\_shell + weight\_shucked + weight\_whole +   
## height + weight\_viscera + length, data = abalone\_train)  
##   
## Coefficients:  
## (Intercept) weight\_shell weight\_shucked weight\_whole height   
## 4.534 3.942 -22.957 11.906 18.939   
## weight\_viscera length   
## -12.338 5.383

#model with backward - produces the same best model  
  
step(full,scale=MSE, trace=0)

##   
## Call:  
## lm(formula = rings ~ length + height + weight\_whole + weight\_shucked +   
## weight\_viscera, data = abalone\_train)  
##   
## Coefficients:  
## (Intercept) length height weight\_whole weight\_shucked   
## 4.331 5.742 20.404 14.057 -24.898   
## weight\_viscera   
## -14.205

1. A second dataset, abalone\_test, contains additional data for 500 more abalone. Use this dataset, and your model constructed in part (A), to perform a cross validation analysis of your model. Calcuate and comment on the cross-validation correlation, shrinkage, and analysis of holdout residuals. Does the model constructed in part (A) appear to be similarly effective for predicting the number of rings for abalone?

Holdout residual mean relatively close to zero (close is relative)  
Holdout standard deviation is very similar to the standard error of the regression line for the original model constructed from the training data.  
The shape of the holdout residulas is approximately normally distributed, but might indicate a slight bias and the center seems to be shifted left.  
Shrinkage is near 0.10, which isn’t as small as it could be, but suggests that the model predicts the new data similarly as well as the old.

fit = predict(mod2A, abalone\_test)  
  
holdout\_residuals = abalone\_test$rings - fit  
  
mean(holdout\_residuals)

## [1] 0.1286006

sd(holdout\_residuals)

## [1] 2.596266

hist(holdout\_residuals)
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summary(mod2A)

##   
## Call:  
## lm(formula = rings ~ length + height + weight\_whole + weight\_shucked +   
## weight\_viscera, data = abalone\_train)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -7.8210 -1.5879 -0.3408 1.0211 11.9233   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 4.3314 0.9636 4.495 8.16e-06 \*\*\*  
## length 5.7423 2.4497 2.344 0.019357 \*   
## height 20.4039 5.7006 3.579 0.000369 \*\*\*  
## weight\_whole 14.0574 1.1463 12.263 < 2e-16 \*\*\*  
## weight\_shucked -24.8985 1.5680 -15.879 < 2e-16 \*\*\*  
## weight\_viscera -14.2047 2.8975 -4.902 1.18e-06 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 2.439 on 694 degrees of freedom  
## Multiple R-squared: 0.3953, Adjusted R-squared: 0.391   
## F-statistic: 90.74 on 5 and 694 DF, p-value: < 2.2e-16

cv\_corr = cor(fit, abalone\_test$rings)  
  
summary(mod2A)$r.squared - cv\_corr^2

## [1] 0.09549159

1. Linearity is an issue in any abalone model that uses the various measures of weight to predict the number of rings. Would a polynomial model be more appropriate? Contruct a quadratic model using *rings* as the response and the *weight whole* as the predictor. Plot the data and the curve on the same axes. Use the *abalone train* dataset.

mod2C = lm(rings~weight\_whole+I(weight\_whole^2), data=abalone\_train)  
  
summary(mod2C)

##   
## Call:  
## lm(formula = rings ~ weight\_whole + I(weight\_whole^2), data = abalone\_train)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -4.8056 -1.9640 -0.8028 1.0129 15.4238   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 7.3778 0.4598 16.045 < 2e-16 \*\*\*  
## weight\_whole 5.1079 0.8353 6.115 1.61e-09 \*\*\*  
## I(weight\_whole^2) -1.3569 0.3569 -3.802 0.000156 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 2.952 on 697 degrees of freedom  
## Multiple R-squared: 0.1104, Adjusted R-squared: 0.1079   
## F-statistic: 43.26 on 2 and 697 DF, p-value: < 2.2e-16

a = summary(mod2C)$coef[3,1]  
b = summary(mod2C)$coef[2,1]  
c = summary(mod2C)$coef[1,1]  
  
plot(rings~weight\_whole, data=abalone\_train)  
curve(a\*x^2 + b\*x + c, add=TRUE, col="red")
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1. Consider a model that uses the log( *rings* ) as the response variable. The predictor variables for the model are *diameter*, *length*, *sex*, and the interactions between *sex* and each other predictor variable. Perform a hypothesis test to determine if the model including the interaction terms is significantly better than a model including the same variables but without the interactions. Include the hypotheses and conclusion.

null: coefficients for the interaction terms are 0;  
alternative: the coefficients for at least one interaction term is nonzero.  
Since the p-value is small, there is significant evidence to suggest that at least one of the interaction terms have a nonzero coefficient.

mod2D1 = lm(log(rings)~length+diameter+sex+length\*sex+diameter\*sex, data=abalone\_train)  
  
mod2D2 = lm(log(rings)~length+diameter+sex, data=abalone\_train)  
  
anova(mod2D2, mod2D1)

## Analysis of Variance Table  
##   
## Model 1: log(rings) ~ length + diameter + sex  
## Model 2: log(rings) ~ length + diameter + sex + length \* sex + diameter \*   
## sex  
## Res.Df RSS Df Sum of Sq F Pr(>F)   
## 1 696 40.884   
## 2 694 40.153 2 0.73099 6.3172 0.001911 \*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1